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C"u.te D"talion: 3 credits' 15 weeks, 45 class hours

Course Pre-Requisites: Basic knowledge of Programming, Probability' Algorithms and

Data Structure, Basic of Calculus & Linear algebra

Cqurse InformatiQn

Course DescriPtion:
This course is about artificial neural networks (AI.IN) and their applications to solving real

tasks.

First part of the course is focused on fundamentals of machine learning' we consider

supervised, unsupervised learning and regression in detail' Some knowledge of linear algebra and

diiferential calculus are needed to understanding this part of discipline'

The fbcus of the second par-t is to illustraie a number of machine learning algorithms (Ml'A)

based on ANN. We provide detailed explanations of their inner workings. Some of the algorithms

andmethodsincludeduttMLP,LSTM'RNN'CNNetc'
The main objectives of the course:

, Consider the main types of machine learning and their tasks

. Learn the theoretical foundations of machine learning

. Examine data classification and clustering methods'

. Acquire practical skills in application of ANN'

. Get information on current trends in ANN

Learning outcomes
Understand
What are machinq learning methods and algorithms and in which they should be used?

Know
Basic ANN capabilities in data processing tasks and software used for this

Re able to
LJse ANN in practical data processing tasks'

Literature
l. Miiller A. C. et al. Introduction to machine learning with Python: a guide for data scientists'

-,, o,Reilly Media, Inc.,,,201 6.375 c.isbn:144930-qqOt https://books'google.kzlbooks?-id:l-

4IDeAAeBAJ&printsec:frontcover&dq:isbn:1449369901&hl:ru&sa:X&ved:0ahUKEwj
sna*FoPfeAhWpp4sKHeBmDMcQ6AEIJjAA#V:onepageaoar:|3ts9-

2,M.TimJones.Artificiallntelligence:ASystemsApproach'INFINITYSCIENCEPRE,SS
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Research. - 201 1. - T . 12. - J\b. Oct. - C. 2825 -2$A.
[Nouc M. Tunr. flporparvrr'rrapoBaHl4e ucxyccrBeHHoro r.rHTeJrJreKTa B npr4Jroxeuu.sx.-M.:
AMK flpecc, 2004.-312 c.
Lecun Y., Bengio Y., Hinton c, Deep learning /,4.{ature. - 2015. - v . 521. - J\e. 7553. - v.
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1 l. Internet resources focused on deep learning: tensorflow.org, caffe.berkeleyvision.org,
deep learn in g.net/software/theano (20 17)
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Part 1. Fundamentals of learn ng

I lntro to machine learning and supervised learnins I 2
z Spervised learning ', basic of numpy, notes by linear

alsebra
I 2

3 Representation of data' ' 2
4 Regressions, solv ns the tasks I 2
5 Mathematical basis of logistic regression, solving the

A
TASKS'

2

6 Artificial neural networks. Back propagation
aleorithm.

7 Mathematical principles of artificial neural networks,
Solving the taSks by multi layer perceptron (MLP)5.

8 MT (reports, test and etc.) 2
Part2. Applied Machine learn ng

9 Mathematical bas sofMLPo'o 2
l0 Accelerated learni,ng of NN. Solving the tasks '

Individual reports'".
ll Deep learning networks. Keras, Capstone proiect' 2

5.

6.

7.

8.

9.

' 3-+Supervised+Learning-Copy I

' l'+Loadrng+a+danset
r A simple classification task_Mooute 1+

. 
r 3-llthon_Basics_With*Numpy_v3_ANg_rasks.ipynb,3,Python_B6ics_With_Numpy_v3_ANg_decision.ipynb

'ML lab07 lr4LP clmsifier
- based on A Ng lecture
' ML_lab07. I _AlgebraicApprouch
3 Optional task lmplementing a Ncural Network from Soratoh in Python - An Introduction

' ML_lab07 2_AlgebraicApprouch
(fron ANg)

" nrain topic is ovewiew ofpaper relaled to ML (201 6_4 survey of transfer lerning.pdf, 201 ?-Emotion in reinforcement learning agents and robob.pdf,
?0 I 8. Chaplelsprirger-AggaNal20l 8-Chapter*DeepReinforcenrcntl-earning.pdf, 201 7-Hiemrchical Dirichlet scaling proess.pdf(mathernatical basis),basis), 201 8_Chapter_Springer_Convolutiona I NeUBI

i)|ocess|igw|!hRNN-Speech_and'languagep|ocesSlng.Appliariono1'f}rgData
" NIL. Capstore Dfoiect



t2 Presentation of reports; RNN' LSTM I 2
l3 Presentation of reports. Neural networks Resression'' I 2
t4 Presentation of reports. Interpretation of "black

boxes"'' of machine learning SHAP. Unsupervised
learninsla

I z

l5 MT (projects defense, presentation of reports and
etc. )

I
L 2

15 30

LABORATORY WORKS

TASKS

'' Nlodule+4
rr NIL_labt 5-SHapley Additive explanations
'' Applied Machrne Learning: Unsupewised l-earning

'" 3alaqa 6es* obrsareJlbHat - oueHKa 3. Atta ttoity,lsuns noluoft oueFrKh HylKHo peuHTb 3aAarjy c ** 6olee croxHbte
3aAaLrfi AOnyCKaeTc' cAaTb Ha HeAeJr[o no3aHee
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for teachers supervised independent study of students (TSIS)

TASKS
for student's independent study (SIS)

COURSE ASSESSMENT PARAMETERS

a
J Ex 1-LinearResression 4

5 Ex2-LoeisticRegression 2

l0 Ex3-Multi-class Classification and Neural Networks 4

1l Ex4- NeuralNetworks Learnins 4

l3 Ex5-Resularized Linear Regression and Bias v.s. Variance a
J

lit.t Ex6* -SupportVectorMach ine 4

t5 Ex7 * -Dimens ional ityReduction +

Ex8 *-RecommenderSystems a
J

Week
Octave/Mathlab command set

2 Linux group operating system
a Machine learning algorithms
AT Classifi cation and clustering tasks

5 Types of regressions

o Gradient descent aleorithm
1 Matrix equation of regression task

8 Suppor vector machines

9 Taxonomy of artificial Neural networks
l0 Back propagation error
ll Decision trees

t2 How to measure the crualitv of classification
la
IJ Data preprocessing methods

t4 Dirnentional itv reduction
t5 Unsupervised learning

Attendance /participation 5%

Laboratory works t5%
SIS t2%
1'SIS 8%

Midterm and endterm 20%

Finalexam 40%

Total 100%

No Assessment criteria
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Attendance /
rticipation

Final examination

Lectures are conducted in the form of supervising of SIS on understanding of theory of given
course, that is why students supplied with handouts uploaded into the intranet. Activity on lectures is
required and is one of the constituent of final score. Mandatory requirement is preparation to each
l esson .

Laboratories are organized in the form of research. The preparation to the laboratories is
provided in the fonl of solving of typical problems according to the lectures topics, which witliin
experimettls with computational experiments that is one of the most important tools of understanding
o1' rrodel irrg and simu lation.
Grading policy:

Intermediate attestations (on 8'n and l5'n week) join topics of all lectures, laboratories, SIS-1, II,
TSIS and materials for reading discussed to the time of attestation. Maximum number of points
within attendance, activity, SIS, TSIS and laboratories for each attestation is 40 points.

F'inal exam joins and generalizes all course materials, is conducted in the complex form with
qr"riz and problem. Final exam duration is 100 min. Maximum number of points is 40. At the end of
the semester you receive overall total grade (summarized index of your work during semester)
according to conventional KBTU grade scale.

ACADEMIC POTICY

Students are required:
o to be respectful to the teacher and other students;
. [o switch o11'mobile phorres durirrg classes;
o not to cheat. Plagiarized papers shall not be graded;
. to meet the deadlines;
o to come to classes prepared and actively participate in classroom work;
. to enter the roorn before the teacher starts the lesson;
. to attend all classes. No tnake-up tests are allowed unless there is a valid reason for

missing them;
Students are encouraged to

o consult the teacher on any issues related to the course;
r make up within a week's tirne for the works undone for a valid reason without any grade

deductions;
o make any proposals on improvement of the academic process;
o track down their continuous rating throughout the semester.

Department of Computer Security andln formation Systems

R.l.MuxamedievLe c I urer

Minr.rtes Nl 2 of Departme Software Errgineering, (16) August 2019.


